CHAPTER 1

INTRODUCTION
The term ‘Statistics’ originates from Latin word ‘Status’ or Greek word ‘Statista’. Both the term implies same thing i.e., Political State. Ancient kings were relied heavily on the statistics in framing suitable military, measuring military strength and fiscal policies. In the modern days, Statistical data are used in every field of study and hence, the scope and importance of Statistics are increasing. 

The term ‘Statistics’ used in two sense, plural and singular sense. In plural sense, it means a collection of numerical data and in the singular sense it implies the method of collection and procession of data. 

Statistical Data
Any information that can be expressed in numeric form is known as statistical data or data. Data is a collection of facts, such as numbers, words, measurements, observations or just descriptions of things. Data are units of information, often numeric, that are collected through observation. In a more technical sense, data are a set of values of qualitative or quantitative variables about one or more objects, while a datum (singular of data) is a single value of a single variable and the term data is the plural of ‘datum’.

Data is defined as facts or figures, or information that is stored in or used by a computer. The main examples of data are weights, prices, costs, numbers of items sold, employee names, product names, addresses, tax codes, registration marks etc. 

Uses of Data in Social Science:

The scope of statistics is so vast and ever increasing. Statistics become a tool for every science including social sciences. Now, it is perhaps difficult to imagine a field of knowledge where statistics is absent. The role of a social scientist is to study social situations. Social scientists use various statistical data to study all aspects of society, including the past and present, in order to apply predictive analysis toward the future. 
Some of the important uses of statistical data or data in social sciences are given below:

Statistics and the State: 

In the ancient time, ruling kings were relied heavily on the statistics in framing suitable military and fiscal policies. In modern days, government collects the largest amount of statistical data for various purposes. The role of the government has increased and required much greater information in the form of numerical figure to serve its welfare motto. In a democratic country like India various political groups are also guided by the statistical analysis regarding their popularity among the masses.  
 Statistics and Business: 

Due to competition and uncertainties exists in the business field, the need of statistical data is increasing. Following are some important uses of data in Business:

i)   Establish a Business Unit: Before starting a business, it is necessary to its feasibility. It involves information like location, size of output, availability of input, taxes etc. Only statistics can help in making key decision.

ii) Estimate of Demand: For success of business, estimation of demand of the product is essential. Statistical data are helpful in preparing trend lines for forecast.

iii) Product Planning: Statistical data is helping a business man to have a proper balance between demand and supply of the product. It cares the loss and profit of the business man.

iv) Market Control: Statistical data can also be used to control the quality of the product manufactured by a firm.

v) Keeping Accounts: Business firm keeps accounts of its revenue and expenditure. For taking decision, these accounts are required to be summarised in a statistical way.


Statistics and Economics: 

Statistical data is an indispensable tool for a proper understanding of various economic problem. This also provide important guidelines for the formulation of economic policies. Most of the economic problems are capable of being expressed in numerical figures. For example, agricultural output, volume of export and import etc. Uses of data in economics may be as:

i)   Formulation of Economic Laws: The ‘Law of Demand’ and ‘Elasticity of demand’ have been developed by Inductive method of generalisation, which is based on statistical principle. 

ii) Understanding and solving a problem: Statistical data play a vital role in understanding and solving economic problem such as Poverty, Unemployment, Income disparity and Wealth inequality etc. 

iii) Studies of Market Structure: Study of perfect competition, oligopoly, monopoly etc. requires statistical comparison of market prices, production cost etc of individual firms. 

iv) Establishment of Mathematical Relation: Statistical data can also be used in estimate mathematical relation between various economic variables. For example, data on price and quantity demand can be used to estimate a mathematical relation between these two.

v) Price Analysis: Statistical surveys of prices helps in studying the theories of prices, pricing policy and price trend as well as their relation with inflation.

Types of Data:

In any statistical enquiry, collection of correct and proper data is important.  Data may be collected either from a primary source, known as ‘Primary data’ or from a secondary source, known as ‘Secondary data’. 

Primary Data: 

Data which is originally collected by an investigator for the first time for any statistical analysis is known as primary data. Primary data are collected for the first time by any agency for some specific purpose. Such data are original in character as these are collected for the first time. For example, data obtained in a population census by the Government is primary data. It can be mentioned here is that primary data once collected and published become Secondary Data.

Secondary Data:  

Data which have already been collected and published by someone and is ready for use of any statistical purpose is known as ‘Secondary Data’. Such data are not directly collected rather obtained from any published or unpublished sources. For example, Economic Survey published by the Government are secondary data. 

Differences between Primary Data and Secondary Data:

The data collected by one will be primary data, but the same data used by another will make it secondary data. For example, census data collected by the Government is primary data, but if the same data is used by us, it become secondary data. The differences between primary and secondary data are as- 
	Primary Data
	Secondary Data

	1. Primary data are original in character.

2. Primary data are collected by investigator from primary sources. 

3. Primary data requires longer time in collection.

4. Primary data requires more money and man power.

5. Primary data are more reliable and suitable for the purpose.

6. Collection of Primary data requires elaborate organisational set up.
	1. Secondary data are not original but second hand.

2. Secondary data are ready-made.

3. Secondary data requires less time.

4. Secondary data are cheaper.

5. Secondary data are less reliable and less suitable to serve any purpose.

6. Secondary data need no organisational set up for collection.


Census and Sample

When secondary data are not available for the problem under study, a decision may be taken to collect primary data by using any of the methods of data collection. The required information may be obtained by following either the Census method or the Sample method.

Census Method:

When a statistical investigation is conducted wherein, the data is collected from each and every element of the population, it is known as census method. This method is adopted when an intensive study of the population is required. This method is also known as the ‘Complete Enumeration’ or ‘Complete Survey’. The ‘Census of India’ is a good example of this method. The ‘Registrar General of India’ conducted the ‘Census of India’ every 10-year intervals. 

Merits: 

1. Intensive: Data are obtained from each and every unit of the population.

2. Accuracy and Reliability: The results obtained are likely to be more accurate, reliable and representative.

3. Suitability of the Method: This method is suitable when different items are not homogenous.

4. Source of Data Base: Data obtained by census method can be used as a basis for various surveys.

Demerits:

1. Expensive: This is a very expensive method as data collected from each and every unit.

2. Needs more time and man power: Compare to other technique, the census method needs much more time and man power for collection, tabulation and interpretation of data.

3. Inapplicability: This method could not be used when population is infinite. Again, if the evaluation process destroys the population unit (e.g., testing of tires on road), this method cannot be used.

Sample Method: 

A sample is a part of the total population or universe. When only some representative items of the population are selected and data collected from these items are used for analysis, the method is known as Sampling method or Sample. For example, if an investigator wants to know the monthly income of a village comprising 500 households. He may choose 50 household to record information of whole population of all 500 households of the village.

Merits:

1. Reduced Cost: The sampling method is more economical than the census technique as the task of collection and analysis of data is confined only to a fraction of the population. 

2. Greater Speed: Due to smaller volume of data, time is saved not only in collection, but also in processing, editing and analysing the data. So, the sample investigation can be done at a greater speed.

3. Greater Accuracy: Since the scale of operation in sample is smaller, it is possible to use well trained investigator in a sample investigation. Scientific and carefulness taken in sample give more accurate data. 

4. Administrative Convenience: In case of sampling, scale of operation remains at low level. So, planning, observation and supervision can be conveniently managed, which leads to administrative convenience.

5. Scientific Approach: A sample investigation is more scientific than a census because it is possible to determine the extent of reliability of its results. This may not be always is possible in census method.

6. Detailed Enquiry: Under sampling method, the numbers of units and the area of study are small. So, it is possible to collect detail, and in-depth information about the population under study.

Demerits:

1. Less Accurate: The conclusion of sampling methods is based only on the result of a sample taken from the whole population. Therefore, achieving a hundred percent degree of accuracy is not possible.

2. Lack of Representativeness of the Sample: The accuracy of conclusion of sampling method depends upon whether the sample is representative of the units of the population. It is very difficult to have a true representative of all characteristics of the population.

3. Bias in Sample selection: If the investigator is biased, then he might select sample deliberately. In this case selected sample cannot be a representative one.

4. Lack of Specific Knowledge: The sampling operation requires a particular level of specialised knowledge. Lack of specialised knowledge would affect collection and analysis of data. 

5. Non-Applicability for heterogenous population: In case of non-similar or heterogeneous population, any sample may not correctly reflect the characteristics of the population. In such a case, sampling is not advisable.

Differences between Census and Sample method:

	Basis
	Census Method
	Sample Method

	Nature of Enquiry
	Conducted an extensive enquiry.
	Conducted only limited enquiry.

	Economy
	It needs much time, money and labour.
	Required less money, time and labour.

	Suitability
	Suitable for heterogenous population. 
	Suitable for homogenous population.

	Accuracy and Reliability
	Results are quite reliable and accurate.
	Results are less accurate and reliable.

	Nature of Error
	Bias of investigator may be the only error.
	Along with biasness, sampling errors are there.

	Organisation
	Much difficult of organise and supervise.
	Comparatively easy to organise and supervision.


Types of Samples:

There are different ways of selecting a sample from a population. Various types of samples can be grouped under two head; Random sampling and Non-random sampling. Random sample or probability sample are those in which every item of the population has equal chance to be choose for the sample. On the other hand, non-random sample are those which do not provide every item in the universe with equal chance of being included in the sample. 

A. Random Sampling: Random sample or probability sample are those in which every item of the population has equal chance to be choose for the sample. Selection of items in the sample is independent of person making the study. Various random sampling methods are:

i) Simple Random Sampling: A simple random sampling is one in which every item of the population has an equal chance of being selected. It is also known as unrestricted random sampling. Usually, Lottery method is followed to select items for the sample under this method. 

Merit: 
1. There is no chance of personal bias as every unit has an equal chance of being selected in the sample.

2. Due to randomness of the method, the rules of probability are applicable.

3. The investigator can easily assess the accuracy of the result, since it is possible to estimate the magnitude of sampling error. 

4. This method provides more representative as the size of the sample increases.  

Demerits: 

1. This method is not suitable for small sample, as it may not be able to make a true representative. 

2. In case of large population, it is difficult to prepare required sampling frame.

3. The task of numbering unit and issuing slips to each unit is quite time consuming when sample is large.

ii) Stratified Random Sampling: In this method, the entire population or universe is divided into a number of groups or strata. Then from each stratum of group, items are taken at random. Stratification ensures the representation of characteristics of a heterogenous population.  

Merits: 

1. Since population is divided into different strata and each stratum gets a representative, hence a more representative sample is obtained.

2. There is greater accuracy as variation in the strata are reduced under this method.

3. This method is useful in case of a skewed population.

Demerits:

1. It needs proper determination of sample size of the different strata which is a difficult task.

2. Utmost care is to be taken to select items from each stratum at random, unless this method would not success.

3. This method is more expensive when strata are based on geographical location.

iii) Systematic Sampling: A systematic sample is formed by selecting one unit at random and then selecting additional unit at an interval until the sample has been formed. This method is used when the complete list of population is available. 

Merits: 

1. The systematic sample is more convenient to adopt as compared to others. 

2. The time and work involved in sampling by this method are relatively less.

3. This method gives satisfactory result when there are no periodic features.

Demerits:

1. This method cannot be used when the complete list of the population is unknown.

2. In case of periodic data this method can be a misleading.

3. This method is not suitable if the size of the population is large.

iv) Cluster Sampling: Under this method, total population is sub divided into some sub-divisions or clusters. Then a given number of clusters are chosen at random from all clusters and all the items covered by the selected clusters are included in the sample.

v) Multistage Sampling: This method is an extension of cluster sampling. There are several stages in which the sampling process is carried out. At first, the first stage units are sampled by any method. Then, a sample of second stage units is selected from each of the selected first units. Further stages may be added as required. For example, let we want a sample of 5000 household of the state. At the first stage, the state may be divided into several districts and a few districts are selected at random. At second stage, each district may be sub divided into a number of villages and a sample of villages may be taken at random. At third stage, a number of households may be selected from each of the villages selected at second stage. 

Merits:

1. Cluster or multistage sampling provides flexibility which is lacking in other method. It enables existing division and sub division of the population to be used as units at different stages.

2. The sub division in the second stage unit need to be carried out for only those first stage unit which are included in the sample.

Demerits: 

1. A multistage sample is, in general, less accurate than a sample containing the same number of final stage unit which have been selected by some single stage process. 

B. Non-Random Sampling: Under non-random sampling method, the selection of a sample depends on the judgement of the investigator rather than on chance. The main methods of non-random sampling are:

i) Judgement Sampling: In this method, the choice of the sample items depends exclusively on the judgement of the investigator. For example, if sample of 10 students is to be selected from a class of 50 students, the investigator would select them.

ii) Quota Sampling: In a Quota sampling, quotas are set up according to some specified characteristics such as age, sex, occupation, income etc. and each quota is assigned to an investigator to examine certain numbers of units. This sample is popularly used in market surveys and opinion poll. For example, in a survey of TV viewers, the investigator may tell to interview 500 people of an area of which 50% are to be housewives, 30% are to be students, 10% are to be employees and 5% are to be children. The interviewer is free to select units within his quota. 

iii) Convenience Sampling: Under this method, while selecting the sample units, the investigator gives special attention to his convenience. For example, to estimate the average height of an Indian, the investigator shall take a convenience sample from his own native area and estimate the average height of an Indian. This method is also known as ‘Chunk’. 

Statistical Errors: 

In general, error refers to a mistake or wrong. In statistics, error implies the difference between the collected data and actual value of facts. Selection of wrong sample, incorrect information given by respondents, personal bias of investigator etc may result statistical errors. 

Statistical error may be classified as; i) Sampling and Non-sampling errors and ii) Biased and Unbiased errors. 

Sampling error refers to the differences between the sample estimate and the actual value of a characteristic or parameter. The magnitude of the sample error can be reduced by taking larger sample. On the other hand, non-sampling error are those arises from acquiring, recording or tabulating statistical data. Non-sampling errors are more serious than sampling error as the later can be reduced by extending the sample size.


An error which arises from biasness of the investigators or respondents are known as Biased error and those error arises automatically for either a chance or principle is called Unbiased error.

